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IV vs. DV

o Independent Variable (I\/)
—Controelled by the experimenter

—and/or hypothesized infllence

—and/or represent diffierent
groups



IV vs. DV

o Dependent variables

—Lhe, respomnse or outcome
variaple

I\ and DVE-SiRplt/eutputs;
“stimulus/response”, etc.



IV vs. DV

¢ Usually represent sides of an
equation




Extraneous vs. Confounding
\ariables

& Extraneous
— |eft out (intentionally’ or fiorgoetten)
— Important (e.g. regression)

¢ Confounding —

— Extraneous variables that offer
alternativerexplianation

—ARotheErR Variablerthat chaneges aleng
WG



Univariate, Bivariate, Multivariate

» Univariate
— only one DV, can have multiple I\Vs

¢ Bivariate

— tWe) Variables nNo speciiication; as) te: IV oF
PNV 0K 2)

¢ Multivariate

—multiple BVs) regardiess o AUmMBER OF
Vs



Experimental vs. Non-Experimental

¢ Experimental

— high level of researcher control, direct
manipulation off IV, true IV ter DV causal flow.

» Non-experimental

— oW OF N0 rEsearcher contrel, pre-existing
groups (gender;, ete.), IV and DV ambiguous

¥ EXPEriments = internal validity

o NeRFEXpeErMmERtsF=external Vallaity



Why multivariate

?




Why multivariate statistics?
¢ Reality

— Univariate stats only go so far When
applicable

= Real data ustaliy: containsimore thamn
ORE DV,

—MulGivariateranalV/ses are MUchNmore
realistic and easiblie



Why multivariate?

¢ Minimal™ Increase in Complexity

¢ More control and less restrictive
assSUmptions

¢ Using the fight teel at the right time

¥ REMEMDEN
— ESRICY, stalts Ao NOL make UpHor poor planning

—DEes|gn IS more Impertant than analysis



When is MV analysis not useful

¢ Hypothesis is univariate use a
Univariate statistic

—Jiest individual hypoetheses
Univariately: first and tuse MV stats
Lo explore

— e SIimpler the analysesi the moeKe
POWEr I






Continuous, Discrete and
Dichotomous data

¢ Continuoeus data
—smooth transition no steps
—any: value inra given range

—the number off giVER Valles
restricted omly: BV IRStrument:
PRECISION



Continuous, Discrete and
Dichotomous data

¢ Discrete
— Categorical

— Limited amount off vallies and always
whele values

¢ Dichotomous

—@discrete VariapleswithreniyAtwoe
CatEdOKIEs

— Binemialdistrbution



Continuous, Discrete and

Dichotomous data
¢ Continuous to discrete

— Dichetomizing, Trichoteomizing, etc.

— ANOVA obsession or limited te one; analyses

— Power reduction andilimitedl interpretation

— REAGKCE USE Off the appropriate; stat at the
FIgAt time



Continuous, Discret
PDichotomous data
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Continuous, Discrete and
Dichotomous data

¢ Correlation of X1 and X2 = .922

y Correlation o XildiFand X2dir = .570




Continuous, Discrete and
Dichotomous data

¢ Discrete to continuous

— cannoit be doneliterally Snot enough
INTO) Inl discrete variables

— Pliten dichotemoeus datal treated as
HEaVIRG URdErVING cContintious scale
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Continuous, Discrete and
Dichotomous data

¢ Correlation of X1 and X2 when
continuous scale assumed = .895

¢ (Called ietrachoeric correlation)

o Not periect, Ut closer tor real
correlation



Continuous, Discrete and
Dichotomous data

¢ Levels of Measurement

Noeminal — Categorical
Ordinall — rank erder:

Interval — ordered and evemly
Spaced

Ratio — has absolute 0



Orthogonality

» Complete Non-relationship

¢ Opposite of correlation

y AtLHACLIVE! PROPERLY WIRER
WichEMV/EStatSEREaIIy any




h two Xs; both) Xs related to
: X
itive FXi/Y
Ion)
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Orthogonality

¢ Designs are orthogonal also

y Withrmultiple DVES Orthiogonaliicy IS

2ISEradVanitageS




Standard vs. Sequential Analyses

¢ Choice depends on handling common
predictor variance




Standard vs. Sequential Analyses
¢ Standard analysis — neither IV gets credit
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Standard vs. Sequential Analyses
¢ Sequential — IV entered first gets credit

for shared variance
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Matrices

¢ Correlation or R matrix

GRE GPA GENDER
GRE 1.00 0.85 -0.13
GPA 0.85 1.00 -0.46
GENDER
-0.13 -0.46 1.00




) \/ariance/Covariance or Sigma matrix

GRE GPA |GENDER
GRE 7026.67 32.80 -6.00
GPA 32.80 0.21 -0.12
GENDER| -6.00 -0.12 0.30




Matrices

¢ Sums of Squares and Cross-products
SSCP) or S matrix

GRE GPA |GENDER

GRE 35133.33 | 164.00 -30.00

GPA 164.00 1.05 -0.58
GENDER| -30.00 -0.58 1.50




Matrices

¢ Sums of Squares and Cross-products
matrix (SSCP) or S matrix

SS(X)=Y (X, - X )’

SPOX X,) = (X, X)X, - X.)
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