____________________

Chapter 1:  Definitions  

____________________

A logical introduction to an introductory text should include a basic definition of the field.  In the case of risk XE "risk"  analysis XE "risk analysis" , this task is more challenging than you might expect.  The field abounds with various and sometimes conflicting definitions.  If we consider some of these definitions, we may gain a better insight to the nature and dynamics of this field.  Risk analysis has many dimensions, and this chapter considers not only risk assessment, but also risk perceptions, risk communication and risk management, all of which are essential to the overall task of risk analysis.  Together, these components form a cycle of ongoing refinement in all aspects of risk analysis (see figure 1).  It may start with risk perceptions motivating our risk assessments, which need to be communicated in order to manage the problem.  Depending on our outcomes of managing the risk, perceptions may be changed and the cycle may continue again.  To be sure, there can be more complex cycles and interactions.  However, the key point here is that an understanding of all the components is essential for analyzing risks.
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           Figure 1.  Cycle of risk analysis

[image: image3.wmf])

100

1

100

1

(

*

87

.

*

13

.

06

.

2

.

+

-

=

z

                                        risk perceptions  

                           risk management                         risk assessment  

 

                                                     risk communication 
         

           Terms and Concepts: 

	risk XE "risk"                                     
	risk XE "risk"  communication   

	risk XE "risk"  analysis XE "risk analysis"      
	      cognitive versus planning models   

	     epidemiology
	risk XE "risk"  management                                               

	     toxicology XE "epidemiology" 
	      "de minimus XE "de minimus"  non curat lex" 

	risk XE "risk"  assessment XE "risk assessment"    
	

	     hazard identification                                      
	

	     dose-response assessment                            
	

	     exposure assessment                                                           
	

	     risk characterization
	


1A. Defining Risk 

Webster's dictionary gives us a fair picture when it defines risk XE "risk"  as:

the possibility of suffering harm or loss.
In the first part of this definition, "possibility" suggests the work of statisticians.  In the last part, "harm or loss" suggests the work of various health professionals (if we took a broader view, we could also include engineers, ecologists, and various other scientists).

Perhaps most interesting, however, is Webster's use of the word "suffering." Notice that we could drop this term from the definition and still have a workable guide (i.e., "the possibility of harm or loss").  However, its inclusion suggests the work of psychologists, sociologists, or medical practitioners -- how else would we measure "suffering"?  Furthermore, perhaps a few lawyers would have some ideas on how to measure suffering!  In any event, the underlying message here should be clear:  the study of "risk XE "risk" " should always be multidisciplinary.  Even the simplest definition shows us the formidable multiple challenges we face.

In 1983, the National Research Council provided a more formal definition of risk (1).    Paraphrased, they defined risk as:  

the probability and magnitude of a hazard.

A closer look at this definition shows it to be consistent with Webster's dictionary, but it uses a language more in keeping with the working professionals in the field. For example, magnitude is defined as the “seriousness” of a hazard, which most certainly can include suffering.   The 1983 definition is one of the most referenced and therefore should be viewed as a standard definition.  

The practical definition of risk, however,  depends on who is using the term.  One simple exercise can help reveal additional insights into use of the term "risk XE "risk" ." By using a thesaurus, we can arrive at synonyms for this term (actually, it is quite easy with a thesaurus on a computer program).  If we find secondary synonyms for each of the initial list of synonyms, it can reveal even more surprises.  Consider the short list in Figure 2. 


Figure 2.   synonyms for the term “risk”

               possible             power            gamble 

               achievable         talent             game

               skill                   fortune           sport

Note some interesting synonyms: talent, gamble, and even sport!  As used by the insurance industry, risk XE "risk"  is the amount an insurance company stands to lose.  Ultimately, risk is tied to money, power, and prestige.  If you are  thinking in terms of dollars and I am thinking in terms of skill, it is easier to see why misunderstandings happen so frequently with this term.  Therefore, let this be a warning to avoid miscommunication: the true meaning of risk ultimately depends on who is using the term. 

1B. Defining Risk Analysis 

After considering the definition of risk XE "risk" , we can now make a better effort at defining risk analysis XE "risk analysis" : 

a collection of approaches and disciplines

devoted to all aspects of risk issues.

This definition is deliberately broad and open, because the emergence of new scientific disciplines is sure to bring new insights to the nature of risk XE "risk" .  As this term is used by most professionals and within the Society for Risk Analysis, the field includes: 1) risk assessment XE "risk assessment" , 2) risk communication, and 3) risk management.  Thus, our task must now be extended to include these subsets of risk analysis XE "risk analysis" .  In other words, risk XE "risk"  analysis XE "risk analysis"  does more than simply predict risks.  It should also compare risks, to aid in decision making.  It should compare measures of risks, because there is often more than one way to measure the risk.  Moreover, it should compare methods for measuring risks, because there is a range of scientific techniques for assessing a given risk.  Ultimately, its purpose is to inform policy and to help make better decisions.

Given the broad range of disciplines involved in examining risks, this text should be seen as a complement rather than a substitute for more substantial studies in such areas as epidemiology, toxicology, and statistics.  Nevertheless, it offers a perspective for interpreting developments in these respective fields.  Some simplified definitions given below help illustrate this point. 

1. Epidemiology XE "epidemiology"  is "the study of the distribution and determinants of disease in humans."  As such, epidemiology tends to focus on the effects of risk (i.e., disease). 

2. Toxicology is “the science of poisons.” As such, toxicology tends to focus on the cause of risk (i.e., poisons).  

3. Statistics is  the “analysis of quantifiable data to describe or infer the characteristics of a population.”  Both epidemiology and toxicology make use of statistics to reach conclusions about the populations they examine.

In all fairness, epidemiologists, toxicologists, and statisticians would have an equally difficult time defining their professions  Furthermore, cause and effect is ultimately a concern for all these fields.  As we will develop further in chapter 2, risk analysis considers all of these professions  XE "risk analysis" to corroborate its conclusions.

A number of critical reviews of risk assessment have occurred since the 1983 NRC book, and they should be mentioned early on as extremely useful references.   Among the most significant are: 

            1. Proposed Guidelines for Carcinogen Risk Assessment (2),

            2. Issues in Risk Assessment (3), 

3. Science and Judgment in Risk Assessment (4), and 

            4. The Report of the Presidential/Congressional Commission on Risk Assessment and 

                 Risk Management (5). 

1C. Defining Risk Assessment

Risk assessment is defined as:

the characterization of adverse effects from exposure XE "exposure"  to hazards.

Probably the simplest example of this characterization is to say "the risk XE "risk"  of cancer from exposure to this chemical is greater than one in a million."  Actually, such characterization should, at a minimum,  include not only probabilities, but also uncertainties and the analytic models used to assess adverse effects.  Analytic models come from the various areas of toxicology, epidemiology, and statistics, as well as a wide and growing range of natural sciences. 

More formally, risk assessment XE "risk assessment"  traditionally includes four steps defined below: hazard identification, dose XE "dose"  response assessment, exposure assessment, and risk characterization. 

1. Hazard identification XE "Hazard identification"  is to determine whether a particular agent is causally linked to particular health effects.  For example, does this chemical cause cancer?  Specific adverse effects are also called hazard endpoints, which will be discussed further in chapter 2.   

2. Exposure Assessment is to determine the extent of human contact with a harmful agent XE "exposure"  (this is especially useful both before and after the application of regulatory XE "regulatory"  controls).  For example, after the Clean Air Act revisions are put into place, will the exposure of the average citizen to a given chemical be 50% of the allowable standard?

3. Dose-Response Assessment is to determine the relationship between the magnitude of exposure XE "exposure"  and the probability of occurrence of health effects in question.  For example, will one ounce of a given chemical kill 50% of laboratory mice? 

4. Risk characterization is to describe the nature and magnitude of human risk XE "risk" , including its uncertainty.  For example, will a given chemical cause cancer deaths in anywhere from 3 to 100 people in Los Angeles over the next 20 years?

Risk assessment XE "risk assessment"  typically provides the following outputs:

1. it characterizes the expected health effects;

2. it estimates the probability (risk XE "risk" ) of those health effects;

3. it estimates the number of expected cases;

4. it suggests an acceptable concentration from the standpoint of risk XE "risk" .

Much has been written on these components (6), and we will consider more of this in the coming chapters. 

1D. Defining Risk Communication 

Risk communication is defined as:

an interactive exchange of information XE "information"  and opinions

among individuals, groups, and institutions regarding risk XE "risk" .

There are several key points within this definition:

1. Risk communication is interactive.  It is not simply a one-way conversation from the scientist to the public.

2. Risk communication includes opinions.  Risk assessments will always contain uncertainty, so the opinions of all the participants should be part of this communication. 

3. Risk communication may include far more than two people.  While communication between any two people may be the easiest to visualize and is a critical basis for analysis, there are many more combinations when we include various groups and institutions.

There is some controversy over the proper framework for viewing risk XE "risk"  communication research.  Some researchers have described two schools of thought: cognitive models and planning models.  These two frameworks are by no means mutually exclusive.  Cognitive models stress the perceptions and biases that people have for risk, and this text will examine these models.  Planning models divide communication into four parts: a source transmits a message to a receiver through various channels.  


 Figure 3.   Planning models for communication

                 sends a                        through                             to a 

 Source                       Message                       Channels                      Receiver



                                             receiver provides feedback to 

Sources and receivers can be individuals or groups.  Channels include television, newspapers, public meetings, and a growing number of approaches.  The most crucial point here is that good risk communication is more than a clever message -- it is an interactive exchange that depends on all the model elements.

Toward this end, it is useful to consider risk assessments from both a risk communication and risk management perspective.  For example, figure 4 summarizes the kinds of questions that should be asked about risk assessments (7).


      Figure 4.  Questions to ask about risk assessments

1. Is the source reliable? 

2. What is the message? (Get past the presentation and to the facts).

3. How strong is the evidence overall? 

4. Where can I get more information?

5. What do the numbers mean? 

6. How does this risk compare to others? (Put the risk into context). 

7. What actions can be taken to reduce risk? 

8. What are the trade-offs? 

9. What else do I need to know? 

10. Does this information matter? 

1E. Defining Risk Management

Risk management is defined as:

the evaluation, selection, and implementation of risk XE "risk"  control actions.

Evaluation and selection refer to the decisions that are made from a risk analysis XE "risk analysis" .  Implementation refers to the actions that are part of risk management.  Risk management makes use of tools from economics, engineering, administration, and the law to support efforts towards sound decisions and effective actions.  

The outputs of a risk assessment XE "risk assessment"  are often used for regulatory XE "regulatory"  decisions.  Indeed, the major motivation for risk assessment has been federal legislation and executive orders.  One of the early influences on the use of risk assessment to guide decisions can be seen in the EPA document, Unfinished Business: A Comparative Assessment of Environmental Problems (13).  This document prioritized various environmental risks according to the best known assessments of their risk, and then compared that to the relative priorities found in existing programs.  One of the fundamental conclusions of that report was that the priorities for managing environmental problems did not correspond to the assessed risks.  

On closer examination, we can see a wide range of legal strategies for managing risk.  Historically, some laws have suggested that any risk is unacceptable, while others have made use of the concept of "de minimus XE "de minimus"  non curat lex" ("the law is not concerned with trivial matters").  In the case of de minimus risk, a major influence came in the Supreme Court decisions on the regulation of benzene.  The court ruled that de minimus risk was somewhere "between 1 in a billion and 1 in a thousand”.  Some agencies have interpreted this to mean 1 in a thousand, while others have essentially split the difference (1 in a million).  The decision of the court, however, left unanswered a variety of questions.  For example, if you add all our involuntary exposures to the “1 in a million” risks, 1000 chemicals would yield a risk XE "risk"  of 1 in 1,000, which is a risk that the court considered significant.  The appropriate follow-up is unclear.  Furthermore, if we compare these risks to voluntary activities, there is a major discrepancy:  parachuting has a fatality risk of about 4 in 100, professional stunt men a risk of 2 in 10, and climbing Mount Everest a risk of over 1 in 10. 

After considering these different issues, it should be clear that regulatory XE "regulatory"  decisions depend on far more than risk XE "risk"  assessment XE "risk assessment" s. They also depend on the quality of communication that has developed, on the attitudes and perceptions of the participants, and on the engineering and other controls that are reasonably available to solve the problem.  In other words, risk management depends on all the various aspects of risk analysis XE "risk analysis" .

At the same time, risk management must also face various paradoxes that cannot be addressed by risk assessment or risk communication.  For example, consider the following paradox:

If:        1.  All risk is unacceptable, and 

            2.  All alternatives are risky. 

Then:  1.  All alternatives will be rejected,

            2.  Nothing will be done, 

            3.  Even risk reduction options will be rejected,

            4.  The risk could actually increase!

Thus, there will always be limitations in using risk XE "risk"  assessments XE "risk assessment"  for policy decisions.  For example, risk assessment is usually only one aspect of policy decisions.  Moreover, every risk analyst must acknowledge the judgments that are part of their conclusions.  Incidentally, this would include a clear set of definitions they use for the terms “risk” and “risk analysis.”  For example, it is even possible to consider the risks in non-quantitative ways (9).  

In the wake of all these developments, there are those who would classify environmental and occupational health as simply a subset of other professions (8).  To avoid the fate of being subsumed by emerging disciplines, we need to consider the context of risk analysis (10).  Building on our previous discussion, there is a list of questions to ask about any risk assessment project in its early stages.  Of course, many more questions may be generated depending on the responses to these questions.   

1. Who are the key participants in this risk assessment?  Be sure to consider: 

a. the client 

b. agencies

c. private corporations

d. other consultants

e. citizens groups
2. Since definitions of risk can vary, consider how risk is defined:

a. by the client; 

b. by the relevant agencies (e.g., by the law); and 

c. by any other significant participants in the process.

Answering these questions may be as simple as obtaining relevant documents or simply asking relevant individuals.  However, it may also involve listening carefully to the language being used during discussions, or by observing local coverage by the media. All of these issues will be developed further in the text, but it is important at this point to look for varying interpretations.  If possible, look for a consistent and reasonable definition of risk that is already part of the project. If not, insist on using a reasonable definition of your own.   The 1983 definition mentioned earlier is a suitable standard.  A thoughtful and reasonable definition of risk may raise your credibility early in the process, but more importantly it may clarify the expectations of the participants for the analysis.

3. Is this issue truly in need of a risk analysis?  
      Would the results of the risk  analysis have any effect on the decision?  If so, is  

      this more an issue of risk assessment, risk communication, or risk management?  Of 

      course, these answers may have a profound influence on the rhetoric, strategies, and 

      interpretation. 

4. What are some of the immediate uncertainties for this risk?

      Is the project adequately staffed and funded to resolve these uncertainties? 

5.  What are the key information sources for this risk?

Refining the analysis: 

As the term is normally used, a screening risk assessment uses relatively simple models and limited data.  In place of missing data, we typically require many assumptions and  conservative default values.  A refined assessment would therefore require more data, more sophisticated models, fewer assumptions, and fewer default values.  This raises an important question:  how refined can a risk assessment be?  Ultimately, there may be no limit to the degree of refinement, because:  1) there is no end to the amount of data we can gather; and  2) there is seemingly no end, at least in our era, to the degree of sophistication in model development. 

Therefore, this textbook takes a somewhat different approach.  We assume that virtually all risk assessments can be thought of as screening risk assessments, because all of them can be refined by obtaining more data and using more sophisticated modeling.  Moreover, none can predict risk with absolute accuracy.  For example, in predicting cancers, virtually none can indicate with absolute precision the exact individuals who will be affected, precisely when it will happen, and precisely where it will happen. 

On the other hand, some risk assessments are undoubtedly much more refined than others.  Uncertainties can be substantially lowered.  Furthermore, emerging techniques and disciplines will continue to refine our risk assessments. In this spirit, a section of the text entitled “refining the analysis” will be added to the end of each chapter.  “Refining” is viewed here more as an ongoing process than an endpoint.

Perhaps the better question is:  what is the appropriate level of refinement?  The best answer is that it depends on the problem that is being assessed.  In the forward of this book, the example of a snowy day was used.  If I need to decide whether to where a coat outdoors,  merely seeing the snow is enough for my decision (please note: for those rugged souls who would chose to brave the snow without a coat, please bear in mind -- I’m from California).  However, if we were debating the existence of global warming, we would most certainly need more refined data and models.  As one well respected analyst put it, “make the analysis as simple as possible, but no simpler” (11).

Therefore, if a screening risk assessment is good enough to help make the decision, then screening is all we need.  The California EPA put screening risk assessment into perspective when they observed that “the purpose of this approach is to optimize the use of resources and perform a detailed risk assessment only when it is warranted” (12).

Finally, the value of a screening risk assessment to risk management can be seen if we consider the sheer magnitude of agents involved.  While that number is ultimately unknown, it is widely believed that the total number of chemicals in and on earth is equal to many millions (14).  There are billions of people potentially exposed, and even one exposure could potentially cost many lives, not to mention the tremendous environmental, financial, and social impacts.  

Simply put, there are not enough trained professionals to perform a comprehensive and highly refined risk assessment for all the potential agents and exposures that may occur.  There may never be. The time and energy of the most highly trained experts is best spent in the ongoing refinement of the field and in the most refined assessments.  As impressive as these refined assessments can be, they do not resolve the much bigger problem of countless agents and exposures.  

Enter the philosophy of a screening risk assessment.  As long as professionals are trained to interpret the numbers appropriately, we can rule out insignificant exposures and refer potentially harmful exposures to the appropriate professionals.  Certainly we can take early corrective action as the law dictates.  Nevertheless, as the field of risk analysis becomes more sophisticated, we run a greater risk of losing the generalist practitioners who can play an absolutely vital role in risk management. 

The American Industrial Hygiene Association has underscored many of these principles in their position paper on risk assessment (15).  For example, they support the use of an iterative approach to risk assessment, where screening approaches represent earlier steps of risk assessments.  While supporting the use of default assumptions in a screening risk assessment, they also stress that these defaults must be well-defined.  In addition, they take the position that risk assessment often falls short of providing definitive or uncontroversial answers, which is why there is a need for risk communication and risk management.  Finally, they emphasize that risk assessment should be understandable to all stakeholders, including all of the potentially exposed populations.  As we shall see in our later chapters, agreement among the scientists (even if it does occur) is simply not enough.  

Quizzes: 

Answer the following questions as true or false.  

Be prepared to discuss your answer

Quiz: module 1A

1.The dictionary definition of risk XE "risk"  takes "suffering" into consideration. 

2.The dictionary definition of risk XE "risk"  suggests a concern with statistics. 

3.The dictionary definition of risk XE "risk"  is concerned with harm. 

4.The dictionary definition of risk XE "risk"  suggests a multidisciplinary approach. 

5.There is one definition of risk XE "risk"  in which there is universal agreement. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html 
Quiz: Module 1B

  1.Risk management is a step in risk XE "risk"  assessment XE "risk assessment" . 

  2.Risk communication is a step in risk XE "risk"  management. 

3.Risk analysis is concerned with only one thing: to predict risks. 

4.Ultimately, the purpose of a risk XE "risk"  analysis XE "risk analysis"  is to help make decisions. 

5.Risk analysis includes epidemiology XE "epidemiology"  and toxicology within its study. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
Quiz: Module 1C

1.Risk assessment includes exposure XE "exposure"  assessment. 

2.The magnitude of a risk XE "risk"  is ultimately expressed in the hazard identification step. 

3.Risk characterization cannot occur without the other steps of a risk XE "risk"  assessment. 

4.The adverse effects that can be studied with risk XE "risk"  assessment XE "risk assessment"  are also called hazard endpoints. 

5.Exposure assessment cannot occur without all the other steps of a risk XE "risk"  assessment. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
Quiz: Module 1D

1.An example of risk XE "risk"  communication is a scientist’s one-way presentation of the results of a risk XE "risk"  assessment XE "risk assessment" . 

2.Risk communication should not allow for the opinions of the uninformed. 

3.Risk communication can involve more than two people. 

4.Cognitive models and planning models are two approaches to risk XE "risk"  communication. 

5.Risk perceptions can influence the communication process. 

Answers on: http://www.csun.edu/~vchsc006/469/0.html 

Quiz: Module 1E

1."De minimus non curat lex” means that the law will be concerned with even trivial matters. 

2.Decision making is a critical part of risk XE "risk"  management. 

3.Actions to solve problems are also a critical part of risk XE "risk"  management. 

4.Risk management can benefit from a consideration of all the other aspects of risk XE "risk"  analysis XE "risk analysis" . 

5.Regulatory decision often depends on risk XE "risk"  assessment XE "risk assessment" s. 

Answers on: http://www.csun.edu/~vchsc006/469/0.html 
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_____________________________

Chapter 2: Hazard Identification

_____________________________

A hazard is any condition or physical situation with a potential for an undesirable consequence, such as harm to life or limb.  In other words, it is the source of a risk.  Hazard assessment is an analysis and evaluation of the physical (e.g., radiation), chemical (e.g., organics) and biological (e.g., microbial) properties of a hazard.  Hazard identification determines whether a particular agent is causally linked to particular health  effects.  In hazard identification, we are using the tools of toxicology, epidemiology, and statistics to help identify and understand these hazards.  

Risk XE "risk"  analysis seeks to integrate this information XE "information"  for a more comprehensive view of the risks. Toward this objective, the material presented here emphasizes the interactions of these fields, and the reader is encouraged to seek additional coverage of each field provided by references at the end of this chapter. 


 Terms and Concepts:

Hazard 

   hazard assessment 

   hazard identification

toxicological issues XE "toxicological issues"       

   risk XE "risk"  grouprisk"  XE "risk group" 

   experimental group XE "experimental group" , test group XE "test group" 
   control group XE "control group"                

   experimental dose XE "dose"  range XE "experimental dose range"     

epidemiological issues XE "epidemiologic issues"                        

   relative risk XE "risk" 

 XE "relative risk"  vs. attributable risk XE "risk" 

 XE "attributable risk"      

   prospective study XE "prospective study"  vs. retrospective study 

   ecological fallacy 

   confounders, bias XE "retrospective study" 
   incidence XE "incidence"  vs. prevalence XE "prevalence" 
   standard mortality ratio XE "standard mortality ratio"  

statistical issues

   null hypothesis

   statistical error (types 1-5) XE "statistical error (types 1-5)"   

classification of carcinogens (EPA, IARC)

2A. Defining Toxicological Concepts

The role of toxicology is to provide information XE "information"  on the hazards of chemical agents.  

A more thorough coverage of  toxicity is well covered in other texts (5).  However, the issue that serves as the starting point to this discussion is one of animal studies.  While human subjects are possible, it is especially true that extensive data are available from animal subjects.  The fundamental question here is:  how do we integrate the different risk XE "risk"  assessment XE "risk assessment"  studies into a coherent and consistent picture?

The heart of the problem is illustrated in Figure 5. Our observed experimental data is concentrated in high doses to test animals.  Toxicology and epidemiology XE "epidemiology"  work independently to yield the required information XE "information"  about low doses in humans.


Figure 5.  Extrapolation from Observed Data to Standards

                                              Animal                       Human

	       High dose XE "dose" 
	   Observed Data
	A

   

	       Low dose XE "dose" 
	B     

                       
	       Standards


     A = e.g., epidemiological methods to extrapolate high to low doses in humans.

     B = e.g., toxicological methods to extrapolate low doses from animals to humans.

Throughout this text, the following terms will follow their traditional definitions. It should be noted that these definitions can vary, and clarification may be required in how these terms are used within a given risk XE "risk"  assessment XE "risk assessment" .

A risk XE "risk"  grouprisk"  XE "risk group" 
 is the group for which a risk assessment XE "risk assessment"  is being conducted.  Typically, this is a human population.  

A test group XE "experimental group"  (also called an experimental group XE "test group" ) is a study group (for both toxicological or epidemiological studies) used to ascertain the risk XE "risk"  to the risk grouprisk"  XE "risk group" 
.  For example, we may use rats as a test group in order to learn more about risks to humans, the risk group.  The risk to the test  group must be compared to a control group XE "control group" .

An experimental dose XE "dose"  range XE "experimental dose range"  includes the dose in the test group XE "experimental group" . If this dose is higher than the dose to the risk XE "risk"  grouprisk"  XE "risk group" 
, we must extrapolate the results to the risk group.  This raises issues that are addressed later in the text.

Various bioassays of chemical carcinogens may be performed, as listed below.

1. The structure of a chemical can be informative with known carcinogens, and can guide other assays. 

2. Various in vitro short-term tests can be performed. No in vitro test has identified all carcinogens, so a battery of tests is usually needed. Bacteria mutagenesis, such as the Ames test XE "Ames test" , is frequently used within this category. 

3. DNA repair rates can be measured by radiographic techniques. If cells repair DNA attacked by mutagens, we can measure the rate of that repair as an indicator of mutagenicity. 

4. Mammalian mutagenesis can be tested in isolated cells.   

5. Sister chromatid exchange can be good for epigenetic carcinogens (epigenetic is when there is no evidence of direct interaction with the genetic material; genotoxic is when there is direct evidence of genetic effects). 

6. Cell transformation XE "transformation" , when genetic material is transferred from one cell to the next, constitutes an in vivo test.  In vivo bioassays include tumor induction in mice, and chronic bioassays can be done at lower concentrations for longer periods of time.

An initial critique of animal studies should include, at a minimum, these three considerations:   

1. gross differences in weight over time  

2. gross differences in survival over time   

3. control data may be unstable                     

The first two considerations may be due to acute toxicity. If we are extrapolating animal results to lower (subacute and chronic) doses in humans, we want to remove any interference due to acute toxicity.  The third consideration is relevant if we have difficulty finding a suitable control group for comparison.  Beyond these considerations, there is a logical hierarchy of data selection:   

1. human data has the highest priority, followed by  

2. appropriate routes of exposure (i.e., the test group has the same as the risk group), 

3. lifetime exposure XE "exposure" ,  and 

4. lifetime observation.  

Finally, some classic uncertainties to animal studies include: 

1. accounting for multiple routes of exposure, or uncertain doses XE "dose" ;                         

2. interactions such as synergism, antagonism, and potentiation;   

3. classification of subjects as exposed or non-exposed, and getting a correct diagnosis;

4. extrapolation between species or to lower doses XE "dose" ; and       

5. matching the control to test group XE "test group" s, and test to risk XE "risk"  grouprisk"  XE "risk group" 
s.   

Turning our focus on cancer, there are a number of aspects that need to be clarified early in the analysis.  Cancer can be viewed in stages as outlined in figure 6.  A complete carcinogen would be able to cause all the required changes for cancer to occur, while a partial carcinogen causes only some of the required changes.  


Figure 6.  Cancer stages

Normal cells        


Initiation:   cell has genetic potential to grow into cancer

Promotion: potential for cancer is promoted (or expressed) 

Progression: cancer cells spread (metastasizes) 

Cancer

Experimentally, cases are defined by a so-called hazard endpoint (a specific, observable change that constitutes the definition of a physiological or metabolic effect).  Cancer endpoints may include the following sites: lungs, colon, breast, pancreas, prostate, stomach, bone marrow (leukemia), and of course many others.  Equally important is the wide range of non-cancer hazard endpoints: cardiovascular, respiratory, neurological, immunological, mutagenic (hereditary disorders), reproductive (fertility),  teratogenic (birth defects), and damage to various organs (e.g., kidneys, liver).  

Undoubtedly, the definition of hazard endpoints will continue to be refined, even to the molecular level.  For example, the last decade has seen a greatly improved understanding of the “modes of action” of chemical carcinogens (1).  The U.S. EPA's guidelines provide a framework for using such information.  According to the guidelines:  "While the exact mechanism of action of an agent at the molecular level may not be clear from existing data, the available data will often provide support for deducing the general mode of action. Under these guidelines, using all of the available data to arrive at a view of the mode of action supports both characterization of human hazard potential and assessment of dose response relationships" (2). 

2B. Defining Epidemiological XE "epidemiology"  Concepts

 XE "epidemiology" 
In essence, the role of epidemiology XE "epidemiology"  is to provide information XE "information"  on the risks to human subjects. The difference between epidemiology and risk XE "risk"  analysis XE "risk analysis"  is one of scope: risk analysis is an interpretation of epidemiological information on not only the causes but also the action needed to manage the risks.  The essence of epidemiology is the fourfold table, shown in Figure 7.


Figure 7.  The Fourfold Table

                                                             Disease (cases)
	Exposure
	+

(cases)
	-

(non-cases)
	

	 +  (exposed)
	A
	B
	  A + B = Total exposed

	 -  (not exposed)
	C
	D
	  C + D = Total not exposed

	
	A + C =

Total cases
	B + D =

Total non-cases
	


Several definitions can be derived from the fourfold table:

1. Risk to the exposed (i.e., probability in the test group), or 

    Pt = A / (A+B)

2. Risk to the unexposed (i.e., probability in the control group), or 

    Pc = C / (C+D)  

3. Relative Risk    = Pt / Pc

 

4. Attributable Risk = Pt - Pc

Relative Risk assumes risk XE "risk"  is proportional to underlying risk, and a  RR > 10 is a very strong association.

Attributable Risk assumes risk XE "risk"  is independent of underlying risk, and represents a distinctly different measure. 

Both measures are constantly used, but the operational difference between relative and attributable risk can be seen in the hypothetical example of figure 8. 


        Figure 8.  Relative risk versus attributable risk

Consider the following cancer deaths 

from exposure to chemical X:

	
	cancer 

deaths
	no cancer deaths
	total

	Exposed 
	110
	890
	1000

	Not exposed 
	10
	990
	1000


RR = (110/1000) / (10/1000) = .11/.01 = 11  

AR = .11 - .01 = .1  


Consider the following cardiovascular deaths 

from exposure to chemical Y:

	
	cardiovascular deaths
	cardiovascular deaths
	total

	Exposed 
	900
	100
	1000

	Not exposed 
	500
	500
	1000


RR = (900/1000) / (500/1000) = .9/.5 = 1.8  

AR = .9 - .5 =  .4      

For chemical X in figure 8,  a  relative risk of 11 is a strong association, and     

 (.1 * 1000) = 100 deaths attributed to chemical X.

For chemical Y in figure 8,  a relative risk of 1.8 is a weak association, but

 (.4 * 1000) = 400 deaths attributed to chemical Y.

For passing laws to control chemical Y, many more deaths might be saved, provided the risk is substantiated.  Unfortunately, a relative risk of 1.8 is weak.  The analyst can chose from at least two actions (i.e., to control or not control the exposure), and each action can be followed with at least two possible outcomes (i.e., the risk is substantiated or is later ruled out).  The analyst therefore faces at least four scenarios with weakly defined risks as shown in figure 9. 

Figure 9.  Four scenarios for decision-makers and poorly defined  risks

	
	Risk is later substantiated
	Risk is later 

ruled out

	Took action to 

control exposure
	heroic 
	wasteful

	Did not 

control exposure
	murderous

	economical


Hazard identification XE "Hazard identification"  studies are done in different population settings, each with its own set of limitations. For example, clinical settings usually involve acute, reversible effects, with (A + C) in figure 7 dominating the population. Experimental studies may not involve humans. Epidemiological studies are typically analyzed after the fact (often in occupational settings).

Epidemiological studies are generally divided into two types of studies:  retrospective studies (also called case-control studies) and  prospective studies (also called a cohort study).  A prospective study XE "prospective study"  considers individuals from 2 groups:  exposed and not exposed.  By “exposed” we mean this group has been exposed to a suspected risk XE "risk"  factors we wish to study.   Both of these two groups, called cohorts, are then followed over time to determine any differences in the rate at which disease develops.  In particular, the rate we wish to find is the incidence XE "incidence" , defined as the number of new cases of a disease in a population over a period of time.   This rate should be contrasted with prevalence XE "prevalence" , defined as the number of existing cases in a population who have the disease at a given point (or during a given period) of time. 

Retrospective studies consider individuals from two very different kinds of groups:  cases (having the disease or condition of concern) and controls.  These two groups are then analyzed for possible differences in exposure.  Cross-sectional studies are designs where measurements of cause and effect are made at the same point in time.  Only the prospective studies can give us the incidence XE "incidence" , and only incidence is appropriate for risk XE "risk"  assessment XE "risk assessment" s.  Retrospective studies may provide interesting information and useful support XE "information" , but the rates they provide cannot be used as estimates of risk.   

An epidemiological value that can be useful to risk XE "risk"  assessment XE "risk assessment" s is the standardized mortality ratio (SMR), defined as the ratio of observed deaths in a population (an exposed group) to the expected number of deaths (derived from rates in a standard population).  Analogous to relative risk, SMRs are also adjusted for age and other potentially relevant factors such as gender or race. 

An unfortunate mistake made all too often is called the ecological fallacy.  It is a conclusion from a correlation between variables that were derived from data grouped in social aggregates (i.e., ecological units).  The fallacy is that conclusions from aggregate groups will hold for individuals.  Suppose, for example, we discovered that Californians as a group will attend more movies and have greater cancer rates than New Yorkers.  The fallacy is that this ignores the Californians who never go to movies and the New Yorkers who are avid movie-goers.  In order to sort out the influence of movies on cancer (a dubious activity to begin with), we would need to study each individual for their residence, movie habits, and cancer outcomes, so that the correlation is by individual habits.  
In a larger sense, epidemiology is constantly searching for confounding factors.  This refers to variables that may cause differences between cases and controls that do not reflect differences in the variables of primary interest.  For example, suppose we find higher cancer rates in Californians than in New Yorkers, and higher consumption of milk in Californians than in New Yorkers.  In keeping with the previous discussion, this study has examined residency, milk consumption and cancer rates at the individual level to avoid the ecological fallacy.  Suppose, however, that Californians also have higher cigarette consumption rates than New Yorkers.  Is the higher cancer rate in Californians (a hypothetical example, to be sure!) due to milk consumption or cigarette consumption?  This is a confounding variable, and unless we have examined cigarette smoking at the individual level (along with milk consumption and cancer rates), we will have a difficult time sorting out these variables.  Other confounding variables for this question might also include age, race, occupation, and so on.  

2C. Defining Statistical Concepts and Tests
 
In the hazard identification stage, a relatively simple way of determining a statistically significant difference between the test group XE "test group"  and the control group XE "control group"  is the following equation (also given in Appendix 2): 
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where:

Nt  = total number in test group XE "test group" 
Nc = total number in control group XE "control group" 
Xt =  cases in test group XE "test group" 
Xc = cases in control group XE "control group" 
Pt = Xt / Nt = risk XE "risk"  to test group XE "test group" 
Pc = Xc / Nc = risk XE "risk"  to control group XE "control group" 
p = [Xt + Xc] / [Nt + Nc ]

q = 1-p

Incidentally, Xt corresponds to A, and Xc corresponds to C in the fourfold table in module 2B.   This equation can only be used when Nt*p, Nt*q, Nc*p, and Nc*q are all greater than 5 (i.e., part of a normal population).  Most documented studies are large enough to satisfy these conditions.     

Z is sometimes called the “critical ratio”, and Z is used to calculate the p-value.  A p-value is the probability that the results are not statistically significant.  If the p-value is less than .05, we generally conclude that the results are statistically significant.  These values are further described in appendix 2.     With all the elements in place, we can now try a sample problem

Sample problem: Suppose 20 of 100 test rats (exposed to a suspected carcinogen) develop cancer and 6 of 100 control rats also develop cancer.  Are the differences between these groups statistically significant?

Answer: 

Nt = 100

Nc = 100

Xt = 20

Xc = 6

Pt = 20/100 = .2

Pc = 6/100 = .06

p = (20+6)/(100+100) = .13

q = 1 - .13 = .87

Nt*p = 100 * .13 = 13

Nt*q = 100 * .87 = 87

Nc*p = 100 * .13 = 13

Nc*q = 100 * .87 = 87

Since the above 4 values are all greater than 5, we have verified normality.  Finally, we fill in the entire equation:


z = 2.94

The table in appendix 2 shows that when z = 2.94, the p-value is between .006 and .001 (although it is closer to .001).  If the p-value = .05, then we say that the difference is significant with 95% confidence.  In this problem, we are at least 99.4% confident that the difference is statistically significant. 

2D. The role of statistical error

Given the diversity of issues in interpreting risk XE "risk"  assessment XE "risk assessment" s, it is instructive to consider the various fundamental types of error in statistical measures. Such a consideration of error can, of course, help evaluate the validity of the risk assessment, but it can also help interpret the results from a policy perspective.

In classic statistical theory, the null hypothesis states “there is no difference between the experimental group XE "experimental group"  and the control group XE "control group" .” Type 1 (or alpha) error is defined as a false rejection of the null hypothesis.  Thus, the burden of proof is on the scientific investigator to show that there is a difference between these two groups, thus establishing a significant effect. In the language of statistics, we must reject the null hypothesis in order to establish that an effect is statistically significant. Thus, the rejection of a null hypothesis results in acceptance of scientific theory.  Related to this are false positives, which are results that show an effect when one is not there.

Since scientists do not want to accept false theories (which would threaten the very integrity of science), our first concern is to minimize the chances of rejecting a null hypothesis and later discovering that the null hypothesis was true. In other words, accepted theories should pass the strictest standards, thereby preserving the integrity of science. In the language of risk XE "risk" , type 1 error tells us that we must prove something is unsafe. 

This is contrasted with type 2 (or beta) error, defined as the false acceptance of the null hypothesis. Related to this are false negatives, which are results that show no effect when in fact one is there.  Consider the consequences of type 2 error: if we accept the null hypothesis and state there is no statistically significant effect, what if we later discover that our conclusions were incorrect? We could miss opportunities for protecting public health!  While scientists would be protected from making inappropriate claims of health effects when none exist, it is equally true that many more people could die before science finally has the statistical confidence to declare a health hazard. 

Of course, we can decrease both type 1 and 2 error if we have more powerful studies with larger sample sizes and more sensitive tests, but many scientific issues are midstream, and all too many policymakers are in policy paralysis while waiting for stronger proof of an effect. In the language of risk XE "risk" , type 2 error reminds us that we must also consider proving that something is safe. This is at the heart of so many important policy issues. Activists are more concerned about type 2 errors, while classical scientists and corporations that often must devote huge resources to diverse public issues are more concerned about type 1 errors. When a scientific issue is fraught with uncertainty, this simply highlights the distinction between these two errors and creates a fundamental impasse in public policy.

This impasse has been the subject of great scrutiny by scholars and professionals over the years, and more attention has been devoted in recent times to type 3 error, defined as "asking the wrong question.”   For example, we may have looked at cancer when the real problem is reproductive hazard.  If we had asked a well focused question, we may have minimized errors of the previous categories. All too often, agencies are prone to type 3 error because their focus is often predicated by law. 

Similarly, type 4 error emphasizes use of the wrong method, particularly compelling in light of the previous discussion about different inputs to risk XE "risk"  analysis XE "risk analysis" . For example, we may be using chemistry to solve a social problem, or vice versa.  Consider this: who is in a position to diagnose this problem?  In a word: generalists.  Unfortunately, as specialists use the tools of their discipline on an array of risk issues, their focused expertise belies the ignorance they may have for other specialties. It has often been said that the greatest development of recent scientific research is multi-disciplinary research. This speaks to the heart of type 4 error, although a multi-disciplinary group is not the same as an integrated group of generalists.  The Tower of Babel, after all, was engineered by a multi-disciplinary group!

Finally, type 5 error is reaching the wrong  policy conclusion, sometimes described as the right diagnosis followed by wrong medicine, or as good science followed by bad policy. Scientists who are reluctant to be involved in public policy may be valuable in the lab but sit in frustration while poor policy unfolds. Science groups with a social agenda often come under sharp criticism, but this approach speaks to the heart of type 5 error.

Closely related to all of these errors is statistical bias, which refers to any systematic distortion away from the "truth.”  For example, selection bias refers to differences in baseline characteristics because of the way participants were selected or assigned. It is also used to mean that the participants are not representative of the population of all possible participants.

Performance bias refers to differences in the care provided to the participants in

the comparison groups other than the intervention under investigation.  Attrition bias (also called exclusion bias) refers to differences in withdrawals from the study.  Detection bias (also called ascertainment bias and measurement bias) refers to differences between the comparison groups in outcome assessment. 

2E. EPA and Other Classifications of Carcinogens

It is possible to integrate our previous discussion into an overall classification system.  The U.S. EPA has traditionally classified carcinogens into five basic categories that reflect the weight of evidence from toxicological and epidemiological studies (3).  Proposed guidelines may eventually replace this approach with more extensive procedures (2).  However, the traditional classification approach is a useful starting point for considering the integration of previous information.  

Group A refers to human carcinogens based on 3 criteria: 1) no identified biases XE "biases"  in existing studies;  2) confounders have been ruled out;  and 3) chance is ruled out (i.e., statistically significant results). In general, several independent studies are required to reach group A designation. There should also be a strong association, a reasonable dose XE "dose"  response relationship (i.e., reduced exposures should lead to reduced cancers).

Group B refers to probable human carcinogens. In this category, the evidence ranges from "almost sufficient" to inadequate. Within group B is B1, which is credible evidence, but alternative explanations have not been ruled out.  B2 refers to few pertinent data, but does not exclude chance, bias, or confounders. "Sufficient evidence" from animal studies may include: 

1) increased incidence XE "incidence"  in multiple strains; 2) multiple experiments; or 3) unusual features (e.g., incidence, tumor, or age of onset).  Regarding mutagenicity data, no short term tests are allowed, and negative tests do not rule out a chemical.

Group C refers to possible human carcinogens. Limited evidence may come from a single species, strain, or experiment.  Inadequate dosage, duration, follow-up, survival, numbers, or reporting may occur, or benign tumors may be the only ones discovered. In some cases, short terms tests or known chemical and physical properties can raise C to B2, or D to C.

Group D includes all agents not classified. There may be inadequate animal evidence of carcinogenicity.

Group E refers to no evidence of carcinogenicity. In this group, there must be no evidence in at least two adequate animal tests (e.g., different species), or both an epidemiological and animal study must be completed.

EPA also provides classification of germ cell mutagens with three categories: sufficient evidence, suggestive evidence, and limited evidence.  Classification of  developmental toxicants (teratogens) is extremely difficult, and there are currently no EPA guidelines for weight of evidence. Instead, safety factors are used (explained later in this text).  Organ and tissue toxicants, which may kill a large number of cells, affects the general function of tissues and organs.  Safety factors are also used for these toxicants.  The highest priority is given to data from human studies.  Of these studies, the highest priority is given to studies with the appropriate route of exposure XE "exposure" , lifetime observation, and lifetime exposure (in that order). 

The International Agency for research on cancer (IARC) publishes a classification system as shown in table 3.  Note the similarities with the EPA classification system.  


Figure 10.  IARC classification system for carcinogens

	Categories
	Weight of evidence

	1.  Human carcinogen
	Human data

	2a. Probable 

      human carcinogen 
	Limited human data and sufficient animal data, or 

sufficient animal and other relevant data

	2b Possible 

     human carcinogen
	Limited human data, or sufficient animal data, or 

limited animal and other relevant data 

	3   Not classifiable 
	Data do not fit into any of the above groups

	4.  Probably not 

     human carcinogen
	Lack of carcinogenicity in human and animal studies


 

A final note:  toxicology and epidemiology XE "epidemiology"  can never give us absolute information XE "information"  about chronic risks.  However, extrapolation from these two different methods may enhance the validity of hazard identification and the larger picture of risk analysis.  XE "risk" 

 XE "risk assessment" 
Refining the analysis: 

In refining a hazard identification, we can ask the following questions. 

1. Are there multiple studies for the risk being assessed?  If so, can we account for apparent differences in the identified hazards?

In order to best access such information, we begin with MEDLARS, which is an acronym for the  MEDical Literature Analysis and Retrieval System.  It is a collection of databases managed by the National Library of Medicine. MEDLINE is perhaps the best-known of the MEDLARS databases.  It is a system for finding health-related journal articles.  MEDLARS contains TOXNET, which is an acronym for the TOXicology data NETwork.  TOXNET contains IRIS, TRI, HSDB, and other health-related databases.  IRIS is an acronym for the Integrated Risk Information System, which contains risk assessment information on specific chemicals.  More information on TOXNET is given in the appendix. 

2. Have the studies been reviewed by state, national, or international organizations? 

Again, the value of TOXNET is that most of the studies have gone through some type of review, and quite often very extensive review by some of the most respected scientists in the world.  In a screening assessment, there is no need to “re-invent the wheel” (i.e., to conduct your own extensive review of the literature) if the literature has already done so.

3. Have the studies been examined for type 1 through type 5 errors? 

      If studies have not been reviewed, you may have no choice but to conduct your own   

      initial review.  How do various studies stand up to the points raised in section 2A-2C? 

            Are there consistencies in the literature regarding the hazard, or are there contradicting 

            results?

There are, of course, more refined tests available in statistics, epidemiology, and toxicology.  For example, multiple regression analysis can tell us more about the multiple variables and their statistical relationships to potential hazards.  Epidemiologists conduct various kinds of prospective and retrospective studies.  Molecular toxicology can redefine the definition of both dose and response.

Nevertheless, even the most refined methods suffer from uncertainty (e.g.,  limited availability of data to run the models).  These themes will continue to be developed in future chapters.  Like the snowy day looming outside the window, we have decisions to make, and the decision itself should drive the need for data. 

Ultimately, the critical question may not be “is this a hazard?”  This may seem ironic given the material presented in this chapter, but the real question may be “do we proceed with this risk analysis?”  At first, these two questions may appear to be essentially the same question.  After all, if an agent does present a hazard, we should proceed with a risk analysis to better understand that hazard.  Conversely, if an agent does not present a hazard, there is no apparent justification for a risk analysis.  

However, most situations are not so clear cut, because most types of hazard identification do not yield absolute yes or no answers.  For example, if we identify a “possible carcinogen,” we could complete an entire risk analysis using animal data extrapolated to humans, only to find at a later date that the agent does not cause cancer in humans.  This could represent  a waste of resources (risk management issues) and needlessly alarm the public (risk communication issues).  On the other hand, assessing the risk implications when the hazard is unclear may also provide insights on where the research could go next.  For an example of this approach, see Juutilainen et al. (8). 

Given the competing interests that are so commonly found in risky issues, types 3, 4, and 5 error play a greater role.  In asking whether we should proceed with the risk assessment, we are deliberating on whether it will solve any problems or enlighten any decision.   These are more qualitative concerns, but they require hard thinking about the real underlying purpose of a risk analysis.  Expert judgment ultimately must play a role in sorting out these thorny issues (4). 

Other issues include: assessing exposures and hazards simultaneously (9), and hazard identification of mixed exposures (10).  Ideally, a hazard would be clearly identified in humans, thus justifying an exposure assessment.  However, a study of this type is highly unlikely due to the difficulty of obtaining adequate data (6).  

Quizzes:

Answer the following questions as true or false.  

Be prepared to discuss your answer

Quiz: module 2A 

1.No in vitro test has identified all carcinogens. 

2.Mammalian mutagenesis cannot be tested in isolated cells. 

3.Cell transformation XE "transformation"  can occur when genetic material is transferred from one cell to the next. 

4.The rate of DNA repair can act as an indicator of mutagenicity. 

5.Epigenetic carcinogens refer to when there is no evidence of direct interaction with the genetic material. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html 

Quiz: module 2b  

1.The risk XE "risk"  of the exposed group is equal to the number of diseased, exposed individuals divided by the total number of exposed individuals. 

2.The risk XE "risk"  of the non-exposed group is equal to the number of diseased, non-exposed individuals divided by the total number of non-exposed individuals. 

3.The relative risk XE "risk" 

 XE "relative risk"  is equal to the risk of exposed group minus the risk of the non-exposed group. 

4.The attributable risk XE "risk" 

 XE "attributable risk"  is equal to the risk of exposed group divided by the risk XE "risk"  of the non-exposed group. 

5.Hazard identification XE "Hazard identification"  studies are done in different population settings, each with its own set of limitations. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
Quiz: module 2c   

1.A risk XE "risk"  grouprisk"  XE "risk group" 
 is the group for which a risk assessment XE "risk assessment"  is being conducted. 

2. An experimental group XE "experimental group"  is a study group (toxicological or

    epidemiological) used to ascertain risk XE "risk"  to the risk grouprisk"  XE "risk group" 
. 

3.An experimental dose XE "dose"  range XE "experimental dose range"  includes the dose in the experimental group. 

4.A test group XE "test group"  is also called an experimental group XE "experimental group" . 

5.The experimental group XE "experimental group"  must be compared to a control group XE "control group" . 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
Quiz: module 2d

  1.Type 1 error refers to false acceptance of the null hypothesis 

  2.Type 2 error refers to false rejection of the null hypothesis 

  3.Type 3 error refers to asking the wrong questions. 

  4.Type 4 error refers to using the wrong method. 

 5.Type 5 error refers to good science followed by bad policy. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
Quiz: module 2e

  1.EPA Group A carcinogens refers to known human carcinogens. 

  2.EPA Group B carcinogens refer to possible human carcinogens. 

  3.EPA Group C carcinogens refer to probable human carcinogens. 

  4.EPA Group D carcinogens refer to unclassified agents. 

  5. EPA Group E carcinogens refer to no evidence of carcinogenicity. 

Answers on:     http://www.csun.edu/~vchsc006/469/0.html
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